Exploration in RL:
Multi-armed Bandit
(Continue)



Recap: MAB

Interactive learning process:
Fort=0—->T-1
(# based on historical information)
1. Learner pullsarm [, € {1,...,K}

2. Learner observes an i.i.d reward r, ~ v; of arm [,
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Recap: MAB

Interactive learning process:

Fort=0—->T-1
or - (# based on historical information)

1. Learner pullsarm [, € {1,...,K}

2. Learner observes an i.i.d reward r, ~ v; of arm [,

Learning metric:

Regret, = Tu*
A




Recap: MAB

The Explore and Commit Algorithm:



Recap: MAB

The Explore and Commit Algorithm:

Fork=1 — K: (# Exploration phase)

Pull arm-k N times, observe {ri}ﬁ.il ~ U
N f‘/:tc - }A\c
Calculate arm k’s empirical mean: /i, = )" /N
i=1
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Recap: MAB

The Explore and Commit Algorithm:

Fork=1 — K: (# Exploration phase)

Pull arm-k N times, observe {ri}ﬁ.il ~ U
N
Calculate arm k’s empirical mean: /i, = )" /N
i=1

Fort = NK — T—1: 4 Exploitation phase)

Pull the best empirical arm, i.e., It = arg may@
i€[K]



Recap: MAB

T/ \
[Theorem] Fix 0 € (0,1),set N = —ox , With

probability at least 1 — 0, Explore and Commit has the following
regret:

Regret, < O (T*°K'" - In'?(K/6))
A
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Question for Today: =

Can we design an algorithm that achieves 5(\/7" ) regret?

T



Qutline:

1. The upper Confidence Bound Algorithm
L s>

2. Analysis of UCB algorithm



Statistics that we maintain during learning:
We maintain the following statistics during the learning process:

At the beginning of iteration ¢, for all i € [K], # of times we have tried arm i,
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Statistics that we maintain during learning:
We maintain the following statistics during the learning process:

At the beginning of iteration ¢, for all i € [K], # of times we have tried arm i,

—1
Le., N(i) = 2 1{L =i}

7=0

and its empirical mean fi,(i) so far;



Statistics that we maintain during learning:
We maintain the following statistics during the learning process:

At the beginning of iteration ¢, for all i € [K], # of times we have tried arm i,

—1
Le., N(i) = 2 1{L =i}
= =0 @o—°

and its empirical mean fi,(i) so far;

—1
e, i) = Y I, = i}r,/N)
7=0



Recall the Tool for Building Confidence Interval:

[Hoeffding ]Given a distribution 4 € A([0,1]), and N i.i.d
samples {rl-}i.\il ~ u, w/ probability at least 1 — 9, we have:

ol In(1/5)
Y rIN—p| <0 >
i=1
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Recall the Tool for Building Confidence Interval:

[Hoeffding ]Given a distribution 4 € A([0,1]), and N i.i.d
samples {rl-}f.\il ~ u, w/ probability at least 1 — 9, we have:

. 0( ln(1/5)>
N

Thus, we know that for all iteration #, we have the for all i € [K], w/ prob 1 — 9,

G — ] < In(KT/o)
%w %T - ;Nt(lj)
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Recall the Tool for Building Confidence Interval:

[Hoeffding ]Given a distribution 4 € A([0,1]), and N i.i.d
samples {rl-}i.\il ~ u, w/ probability at least 1 — 9, we have:

. 0( 1n(1/5)>
N

Thus, we know that for all iteration #, we have the for all i € [K], w/ prob 1 — 9,

A — s\/@

N

‘Zrl-/N—,u

i=1

Ni(@)

(Note that | applied union bound over all t € [T'] and all

I € [K], but let’s not worry too much about log terms—details
are in reading material in case you are interested)



Summary so far:

W/ high prob, we have valid confidence intervals for all iteration #, and all arm i:



Summary so far:

W/ high prob, we have valid confidence intervals for all iteration #, and all arm i:
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UCB: Optimism in the face of Uncertainty

Given the confidence interval, we pick arm that has the highest Upper-Conf-Bound:



UCB: Optimism in the face of Uncertainty

Given the confidence interval, we pick arm that has the highest Upper-Conf-Bound:
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UCB: Optimism in the face of Uncertainty

Given the confidence interval, we pick arm that has the highest Upper-Conf-Bound:

A,2) + \/ln(KT/é)/NE

A1) +/In(KT/3)INT) seth=2 )+ InKTIOING)
(\ H3
& A3)

A1) >
M1

1) = +/In(KT/5)/N(1) £,2) — \/In(KT/5)/N/2) A,3) — /In(KT/5)/N,3)




Put things together: UCB Algorithm:

Fort=0—->T-1:

In(KT/5) ]

I = arg max | i,(i) +
t g [//‘z( ) Nt(i)

i€[K]



Put things together: UCB Algorithm:
oA

A\ s g (/“A
g™ masn wdf 0o f e
Fort=0-—->T-1:
/ L//
I, = argmax | 42,(i) + In(K770)
= [
! gie[K] Hi N/(i)

(# Upper-conf-bound of arm 1)



Put things together: UCB Algorithm:

Fort=0—->T-1:

In(KT/5)

I, = are max | 1,(i) +
t g p i) NG
A

i€[K]

(# Upper-conf-bound of arm 1)
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Put things together: UCB Algorithm:

A1) + /I(KTTS)NSD)
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1> K Worw statt « Tor fho s [ vforaths
Fort=0—->T-1: ver’s pull rach
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Outline:

1. The upper Confidence Bound Algorithm

2. Analysis of UCB algorithm
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Intuitive Explanation of UCB
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Intuitive Explanation of UCB

Case 1: it has large conf-interval, which means that it has not
been tried many times yet (high uncertainty)

fi2) +/In(KTI8)/N2)
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Intuitive Explanation of UCB
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Intuitive Explanation of UCB

Case 2: it has low uncertainty, then it is simply a good arm, i.e., it’s
true mean is high!

/() + /In(KT75)IN2)
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Explore and Exploration Tradeoft

Case 1: /, has large conf-interval, which means that it has not
been tried many times yet (high uncertainty)

Thus, we do exploration in this case!



D C >
Explore and Exploration Tradeoft

Case 1: /, has large conf-interval, which means that it has not
been tried many times yet (high uncertainty)

Thus, we do exploration in this case!

Case 2: ], has small conf-interval, then it is simply a good arm, i.e.,
it’s true mean is pretty high!
Thus, we do exploitation in this case!



Let’s formalize the intuition

In(KT/6
Denote the optimal arm /* = arg max y; recall I, = arg max /(i) + ¥
i€[K] i€[K] N(i)
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Let’s formalize the intuition

In(KT/o
Denote the optimal arm /* = arg max y; recall I, = arg max /(i) + ¥
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Let’s formalize the intuition

In(KT/6
Denote the optimal arm /* = arg max y; recall I, = arg max /(i) + ¥
i€lK] i€[K] N(i)

Regret-at-t = u* — p;

Q:why? In(TK/5)
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Let’s formalize the intuition

Denote the optimal arm ™ = arg max y; recall I, = arg max /i,(i) +
i€[K] i€[K]

Regret-at-t = ,Lt* — My

Q:why? In(TK/§)
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Let’s formalize the intuition

In(KT/6
Denote the optimal arm ™ = arg max y; recall I, = arg max /i,(i) + ¥
i€lK] i€[K] N(i)

Regret-at-t = /,t* — My

Q: why?
< )+

In(TK/$) ( Case 1:N(l)) is sImaII )
N l.e., uncertainty about /. is large);
N(I) ;

) In(TK/0)
N(I,) \ o]

We pay regret, BUT we explore here,
as we just tried [, at iter 7!




Let’s formalize the intuition

In(KT/6
Denote the optimal arm ™ = arg max y; recall I, = arg max /i,(i) + ¥
i€[K] i€[K] N(i)

RN

© P 7 C- -
]}’\ - }Au( F2 W)/J/ Sl |
In(TK/5) Case 2: N(l)) is largg, i.e., conf-interval of
M, I is small,

In(TK/6) Then we exploit here, as [, is pretty good

NIT,

S| (the gap between p* & y; is small)!



Let’s formalize the intuition

Finally, let’s add all per-iter regret together:




Let’s formalize the intuition

Finally, let’s add all per-iter regret together:

T—1
Regret,. = Z <,u* — :”I,)
=0 Lemma (optional):
< Tz—i In(TK/8) T—l -0 ( \/K_T>
CN) N;(I )
Z

< 2¢/In(TK/9) - Z‘/N(I /



UCB Regret:

[Theorem (informal)] With high probability, UCB has the following regret:

Regret, = 0 (\/KT)
T Q\?{/’.W\&/(

(See reading material for more details)



Summary for Today:

UCB algorithm: Principle of Optimism in the face of Uncertainty
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Summary for Today:

UCB algorithm; Principle of Optimism in the face of Uncertainty
Fort=0—T-1: —

. In(KT/) (1) + /IR TIB)N(D i(3) + /IKTIB)/N3)
[, =argmax | f,(i) + 4| ——— e
t N t . ? H3
i€[K] Ny(i) A1) = AG3)
H

(# Upper-conf-bound of arm 1)

A1) = /In(KTT5)/N,(1) A,2) — /In(KTT8)IN2) 2,3) — /InRTIBYING)

Analysis Intuition:

Case 1: the arm [, has high uncertainty (we explore)

Case 2: the arm [, has low uncertainty, then it must be a near-optimal arm (i.e.,
\ W - JApe| 72 sweU| exploit)
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