Policy Iteration



Recap: Bellman Optimality

M={S,A,P,r,v}
P:SxXA- AWN), r:S5xA-|[0,1], ye€]0,1)

Policyn: S+~ A

Bellman Optimality —the Q version

Q*(Sa Cl) — I"(S, Cl) + 4 _S’NP(-\S,LZ) [maX Q*(Sla Cl/)]
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Recap: Value Iteration

1. VI - |
(@ fix point iteration alg) Contraction 5 v convergence: exponentially fast,

Qt+1 P th .e., HQt — Q*Hoo < VtHQO — Q*Hoo

1. How to extract a policy from VI?

2. We could set z'(s) = arg max Q'(s, a), does 7' — 7 when t increases?
d

3. Can we still hope z’ being a good policy?



Recap: Value Iteration
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Policy Performance: V7 (s) > V*(s) = | 10" — O*|| Vs € S
’0‘. — J/ "o

L J
N
llllllllllll

Error in Q is amplified by 1/(1 — y)

(Because 7z’ could disagree w/ > at every step)



Question for Today:

Given an MDP.Z = (S, A, P, r,y) , How to directly search for z* : S — A



Outline:

1: An lterative Algorithm: Policy lteration

2. Convergence? How fast?

3: A new model: Finite horizon MDP



Algorithm: Policy lteration

1. Initialization: 7" : S — A(A)

2. Fort=0...,

Policy Evaluation: compute Q”t(s, a),Vs,a

Policy Improvement 7' !(s) := arg max Q”t(s, a),Vs
a



Outline:

1: An lterative Algorithm: Policy lteration

2. Convergence? How fast?

3: A new model: Finite horizon MDP



Key properties of Policy lterations:

1. Monotonic improvement:

0™ (s,a) > Q" (s,a),Vs,a

2. When 7't! = 7/, then 7' is equal to 7*

(You will explore this question in hw1)



Monotonic Improvement

Recall: Policy Improvement 7'+ 1(s) = arg max Q% (s, a), Vs
a

1
Monotonic improvement Q”t+ (s,a) > Qﬂt(S, a),Vs,a

07" (5,0) = 07(5,0) = Y, _piyy | Q7 (5 7 1) = Q7' 7()|
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Summary of Policy lteration

lterate between Policy Evaluation and Policy Improvement:

7 *1(s) := arg max Q" (s, a), Vs

Monotonic improvement

0™ (s,a) > Q" (s,a),Vs,a



Policy Iteration convergence

How many iterations (computation complexity) need to find the
EXACT optimal policy?

We will explore this problem in HW1



Outline:

1: An lterative Algorithm: Policy lteration

2: Convergence? How fast?

3: A hew model: Finite horizon MDP



Finite horizon Markov Decision Process

M = {S,A,}",P,H,/Jio},
r:SXAme [0,1,HENT,P:SXA P A(S), sy ~ Uy

..e., the task always starts from s, ~ p,, and lasts for H total steps

Very common in control,
e.g., keep tracking a pre-specified trajectory with fixed length and fixed initial state



Finite horizon Markov Decision Process

M — {S,A,]",P,H,//io},
r:SXAme [0,1,HENT,P:SXA P A(S), sy ~ K

Note that in finite horizon setting, we will consider time-dependent policies, I.e.,
.= {71'0, 71, ...,ﬂ'H_l}, T, . S A, Vh

Policy interacts with the MDP as follows:

T = {80, Ay S1> A1y « -5 Spps Apg }5 Sg ~ Mo Ay = Tp(S), 51 ~ P(+ |8, ap), a; = 7 (s7), ...



\V/Q functions in Finite horizon MDP

H-1
VZ(S) — O lz I”(ST, CZT)‘Sh = S, 71']

=h

=h

H-1
Q,(s,a) =k [Z r(s,, a,)| (s, a,) = (s,a),a, ~ rwfort > h]



Compute Optimal Policy via DP

n” = {ny,n, ...,ﬂg_l}
We use Dynamic Programming, and do DP backward in time; start at  — 1

Qg_ I(S’ a) = r(s,a) w;_,(s)=argmaxQ; (s,a) V;;_l(s) = max Q;I(_l(s, a)

d A

Now assume that we have already computed V), ., h < H — 2

(i.e., we know how to perform optimally starting at /2 + 1)

Q) (s,a) = r(s,a) + Egy_piisa Vi (8) 7 (s) = argmax Q) (s, a)

A




Summary so far

1. Basics of MDPs (e.g., Bellman equation, Bellman optimality)

2. How to perform policy evaluation and how to
compute optimal policies



