Introduction to Reinforcement
Learning

CS 4/5789 Spring 2025



Administrative stuff...

(To get it out of the way)



Course Overview

Instructor:

— Wen Sun

Homepage:

— https://wensun.github.io/CS4789_spring_2025.html
TAs:

— Not that many but they are really good
Office Hours / Recitations:

* TA Office Hours: (hopefully) Every day (Details will be posted soon.)
* Leave Feedback: contact Wen

* Prof. Office Hours: Every Thursday 3-4 (starting next week)
Questions:

* Post all questions on ED (you can make them private)

* Do not email directly (except in an emergency or need for privacy)



Prerequisites

* |ntroduction to ML (CS4/5780)
o Statistics / Probability
 Linear Algebra

« Multivariate Calculus




Homework O

 Due Jan 29!l
* Available later today on Canvas/Gradescope

e |t’s designed to help you assess your comfort with prerequisite material and
introduce you some RL related concepts

 |f you find aspects of the HWO challenging/unfamiliar please reach out



Homework

* Roughly 6 assignments (subject to change)
 Due every 1-2 weeks
 Can work in groups of up to 2

o Submitted via Gradescope

* Primarily theoretical, they reinforce concepts from class and provide practice
for the exams



Exams

e Midterm and Final

e Closed book



Programming

* There will be 4 projects (use RL to control simulated robots and play video games)
 Roughly 2-3 weeks per project
* Submission details coming soon



For those In 5789

* |ntermittent paper comprehension quizzes

 Read and answer questions on relevant RL papers
* Helps build “research comprehension” in the field
e Quizzes completed on Canvas

 Required for everyone in 5789, if you are in 4789 you can complete them if
you like



Course Grade Breakdown 4789

* 50% Theory: Midterm + Final
* Closed book
* No cheat sheets!
* No personal notes

* 40% Programming Assignments
* Up to 2 members in each team
* 2 days extension per team per project 40%
* Extra credit available at times 2

* 10% Homeworks 609%
* Up to 2 members in each team
* 2 days extension per team per assignment
* Preparation for exam

Theory (HW + Exams) Programming



Course Grade Breakdown 5789

45% Theory: Midterm + Final

* Closed book

* No cheat sheets!

* No personal notes

35% Programming Assignments

* Up to 2 members in each team 10%
* 2 days extension per team per project

* Extra credit available at times

10% Paper Comprehension (mandatory) 35% 55%

* Original Research Papers in RL

» Canvas Quizzes

10% Homeworks

* Up to 2 members in each team -Igrc?ggrg_r;vl\i\; Exams)

* 2 days extension per team per homework Paper Comprehension
* Preparation for exam




About this course

* TJake this course if ...
e you are interested in Reinforcement Learning
e you are comfortable with a decent amount of mathematics
e yoOu are not scared of programming

 Don’t take this course if ...
 Matrices/expectation/conditional expectation scare you
 you don’t know gradients

* You never heard about what is dynamic programming



Academic Integrity

» Zero tolerance policy: all occurrences will be reported
* We actively look for academic conduct violations
* We check for plagiarism

* Al tool policy: feel free to use it, but need to provide references and include
the detalils in the submissions (e.g., what prompt you used, how did you
used the solutions from the tool, what's the difference between you wrote
and the solution provided by the tool;)



What is Reinforcement Learning



Reinforcement Learning vs
Traditional Machine Learning
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Traditional ML approach

Human demonstrations

'a program” (e.q.,
a neural network)



HgenNnTL.inear
Selected Actions.

RIGHI




Traditional ML fails, why?

.I.d assumption does not hold at all

What we act now affects what we gonna see in the future



Traditional ML fails, why?

FPS. 24

Hnaoen 1 i near
Selected Actions.:

Training distribution
not equal to test
distribution




ML algorithms can fail to learn true causation

Example: using ML to learn when to brake from human driving data

ML algorithms is good at learning
spurious correlations;

Correlations : Causation

ML algorithm thinks: brake light on => brake



What we need?

Algorithms that can:

learn from non-i.i.d data
reason about future (if | tried this action, the future would be...)

learn from trial and error (continuously learn from its own experiences)
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Learn from
EXxperience

Generalize

Interactive

Credit

Exploration .
assignment

Supervised
Learning

Reinforcement
Learning

Table content based on slides from Emma Brunskill



The very successful stories of ML are based on RL...

THE INTERNATIONAL WEEXLY JOURNAL OF SCIENCE
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RL in Real World:

AR Welcome e
& msn news v )

Headlines

300,000 Evacuated as
Strong Cyclone Hits
Eastern India

Microsoft

Secongd US Ebola diagnosis ‘deeply concerning’,
admits CDC chief
-4 1 br ago

Protesters stage sit-in at St. Louis
gas station

Teenage Girl Dies In 'Haunted
Hayride' Crash

P 1he Washington Post o Sky News

McCain urges ground troops to What's it like to be hompless?

defeat Isis: 'They're winning, and... This class makes students see...
':q The Guardean w The Washington Post

. - Ex-prosecutor talk of town after — - Endangered Tree Snads Keep
murder charge Hawaii Public Radio Off the Air
- -—

Recommendation systems

Activists: Kurds halt jihadi
advance in Syria town

AP fzzocisted Press

in Hong Kong's Mong Kok
neighbarhaad, pratests have a...

@ Fribune News Service

Some Mormons pushing church
on gay marriage

AP fsocisted Press

8racang for Cyclone Hudhud

lToddler first in Michigan to die
from enterovirus strain

Image of the day

A D-Day Veteran Talks About His

4 Weeks In Combat For The First...

Bl tusiness insider

US death row exoneroes get rare
chance to meot

ave A10

Nigeria's ‘megachurches': a
hidden pillar of Africa’s top...

W7 Reuters

Investigation Into Missing Iragi
Cash Ended in Lebanon Bunker

Robotics



RL in Real World:

RL discovers new matrix multiplication algorithm

Standard: 100 multiplications; reduce to 80 with human ingenuity;

AlphaTlensor found a way with 76 multiplications




RL in the era of generative Al

this code is not working like i expect — how do i fix it?

resultWorkerErr :=
resultWorkerErr

resultWorkerErr <- b

<-resultWorkerErr

multierror err. <-resultWorkerErr

It's difficult to say what's wrong with the code without more context. Can you provide

more information about what the code is supposed to do and what isn't working as
expected? Also, is this the entire code or just a part of it?

just part of it — the error never surfaces. I think there is something wrong with
the channel

It's difficult to say without more information about what the code is supposed to do
and what’s happening when it's executed. One potential issue with the code you

provided is that the resultWorkerErr channel is never closed, which means that the
code could potentially hang if the resultWorkereErr channel is never written to. This

RL makes LLMs able to
Interact with humans

better



RL in the era of generative Al

RL enables image generator to generate novel images




RL in the era of generative Al

RL enables LLMs to solve complicated math questions

Score on IMO 2024 problems
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RL in the era of generative Al

RL enables LLMs (openAl-o01) to reason
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At the end of this semester

You will learn

The RL algorithms that power ChatGPT, AlphaGo, AlphaProof, etc

You will practice

these algorithms on simplified but interesting domains (robot
simulation and video games)



But RL is much harder to learn than traditional ML

Traditional ML

Proficiency . We all start to feel AGI

/ \
/ Time \

Lots of math notations soO hard to tune RL
algorithms




Summary

Traditional ML is very limited

RL is more suitable for most challenging real world
problems (e.q., i.I.d assumption never holds in reality, we
often have to perform sequential decisions)

RL is one of the very few approaches that train Al systems/agents
to outperform humans



