CHALLENGE:
E)%RT

Let us build “expert” on the fly
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1. Policy Evaluation via

(Online Bellman Residual)
[Sun & Bagnell, 15, UAI (Best Student Paper)]
Function Approximation

3. RL via Indirect

2. RL via Imitation N
Imitation

(Imitation Learning) '

>t (Dual Policy Iteration)

[Sun et.al 17, ICML; 18, ICLR]
[Sun et.al, 18, submitted to ICML]

Function Approximation &

Imitation Function Approximation

Optimal Control

Proposed Work:
Temporal Difference Learning &
Apprenticeship Learning
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Example: AlphaGo-Zero

[Silver, et.al, 17, Nature]

known & deterministic model




Example: AlphaGo-Zero

[Silver, et.al, 17, Nature]

known & deterministic model

Supervised
learning
Toe or Imitation

na: Learning

At leat, value backup Tl: Forward Search + 70
with V'™
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CHALLENGE:

What if model is unknown
P(-|s,a) ~ P(-|s,a),Vs € S,a € A
Not realistic

‘H.h_"- T Model-based RL (e.g., iLQR)

ﬂ'.-.‘ -‘_ within a Trust-Region
- .-- N /

W ‘-
N

[openAl Gym]
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Dual Policy lteration

[Sun et.al, 18, submitted to ICML]




[Sun et.al, 18, submitted to ICML]

Dual Policy lteration

Given “expert” Mln

an (87 a’l)
_an (Sv CLA)_

v

Tpe1 = argmin » w(als)Q™(s,a)
mell -

AggreValeD-NG [sunetal, 17, ICML] 5.t. Z |7(-|s) = mn(-]8)]1 < B
Frank-Wolf Update (CPI) [KLoz2icmL]

Fy

Cost sensitive Classification
45 (s.t. L1 constraint)



[Sun et.al, 18, submitted to ICML]

Dual Policy lteration

Given T, , compute Mn

e {37 a, S,}N

Ty — (S,CL),S/ ™~ P(°|Sva)

v

—log(P(s']s,a))

Tlhn=MBOC Solver( p)

sty Imu(ls) = n(ls)lh < a P
i Local Model Fit

Maximum Likelihood Estimation
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Experiments

Conservative Policy Iteration
[Kakade&Langford, 02]

Synthetic
Discrete MDPSs

discrete_ MDP_1000

s AggreVaTeD_VI /
G arn et Prob | emS Batch Iteration
[Scherrer 14, ICML]

Our Approach: Frank-Wolf + VI

The lower the better (log-scale)
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Experiments
TRPO-GAE (Actor-Critic)

[Schulman et.al, 15]

Swimmer_muyfco

Swimmer from MudoCo
[ Todorov et.al, 12]

20 AggreVaTeD iLQR
=== TRPO-GAE

Return

/

0 20 40 60 80 100
Batch Iteration

Our Approach
(Natural Gradient +iLQG)

[Li & Todorov, 05]

The lower the better (log-scale)
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Summary

Easy Credit Assignment
Keep Direct Supervised Learning
Imitating Less Random Exploration

AND

Tractable Local Model Fit BUIld
Efficient MBOC solver ~ EXperts
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