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Policy Evaluation

How much reward can
| get if | keep following

“Y: discount factor

this policy ? v S: state (feature)

T one-step reward

V(s2) =ro+yrs +7°ra + ...

Predict Reward-to-go Z VT
t

f(s) = Z”Yt"“t

Temporal Difference (TD) [Sutton, 1988]

Residual Gradient (RG) [Baird, 1995]
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Sequential Online Learning Setting

[Schapire & Warmuth 96, Li 2008]

CHALLENGE #2: No statistical assumption
(e.g., Non-Markovian) 13



Goal

Goal: minimize the Online Prediction Error (PE):

Y oef =N (filse) = Vi(se))’

Batch PE:
e’ = (f'(s)! V(st))? f' I F

t t

Best Hypothesis in hindsight
Average Online PE

\ %Ze%ﬁc%ZeIQ, T — o0
t t/

Smallest possible Batch PE

14 TD* [Schapire & Warmuth 1996] and RG [Li 2008]



Bellman Loss

Bellman Loss: t(f) = (f(s))! re! 1 (Ste1))?

a better estimation of

t(st)  T(Stea)

f(st)! V(st)" t(st)! (re+ 1 (St+1))
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No-regret Online Learning

[Gordon, 99, COLT; Zinkevich, 03, ICML; Shalve-Schwartz, 12 ]

Hypothesis f+

& ®
U
R~

Online Stability:
, 1
) Tlllm th:Hftﬂ _ftHZZO

16 [Ross & Bagnell 2011, Saha,2012]



Reduction to No-Regret
and Stable Online Learning

Recall Bellman Loss at time step t
(F)=(f(st)! re! 1f(Ste1))?

No-Regret & Stable
1.(F), (), ..., 11 ()

Lead to
1 1
(1" )T

17 [Sun & Bagnell, 15, UAI (Best Student Paper)]



Reduction Leads to a Set of Algorithms
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Summary

Message #1:
Agnostic Performance Guarantee with function

approximation

Message #2:
Generalization and Efficiency of Policy Evaluation
via Reduction to No-Regret Online Learning
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